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INVERTIBLE SQUARE MATRICES OVER RESIDUATED LATTICES

S. BALAEI1, E. ESLAMI1 AND A. BORUMAND SAEID1

Abstract. In this paper, we discuss the invertibility of square matrices over residuated lat-

tices. Some necessary and sufficient conditions under which a matrix is invertible are examined.

Invertible matrices are applied to solve special systems of equations with coefficients from resid-

uated lattices. Solvability of these systems, based on the structural properties of the algebra of

square matrices over residuated lattices are investigated.
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1. Introduction

Residuated lattices are algebraic models of substructural logics [5]. These logics include many

non-classical logics such as fuzzy logic, linear logic, relevant logic, many-valued logics, Intuition-

istic logic and  Lukasiewicz logic, where the last two are modelled by the classes of Heyting

algebras and MV-algebras, respectively. Therefore, the residuated lattices can be thought of as

ordered sets of degrees [5].

Matrix theory plays an important role in various areas of science and engineering to represent

different types of binary relations. For instance, it appears in formal concept analysis which

is initially developed by Wille in 1980,s [18]. In applications of formal concept analysis, the

relationship between the objects and the attributes is often not binary; zero or one, but rather

that there is only a degree to which the object has the attribute [6].

Lattice matrices, i.e. matrices whose entries are elements of a lattice are first developed by Y.

Give’on in 1964 [7], while Boolean matrices are given in 1950,s by Hohn, R. E and Schissler R.

L [8] and Luce, R.D [10].

Matrices over different algebraic structures are also studied ([11], [12], [14], [16], [15], [17]).

The above mentioned articles do not construct an algebra of such matrices. We introduced

an algebra very close to a residuated lattice of matrices over residuated lattices in [1]. When

matrices are used for solving a system of equations, the principal questions arise how to decide

whether a matrix is invertible, and if so, how to compute the inverse matrix. For matrices over

fields the answers are well-known: A matrix over a field is invertible if and only if its determinant

is non zero and its inverse can be found for example with the help of Gauss-Jordan technique. A

similar useful criterion for invertible matrices over arbitrary semirings is not known in general.

There are results for invertible matrices over Boolean algebras ([8], [14]). Furthermore, there

exist generalizations to matrices over certain ordered algebraic structures [2], and there are
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results for matrices over Brouwerian lattices [19] and distributive lattices [9]. Also for matrices

over certain commutative semirings some results are known ([4], [15]).

In this paper we present criteria for invertible matrices over residuated lattices. We consider

invertibility of matrices with respect to special residuated lattices. The relations between invert-

ible matrices, filters and ideals of the involved residuated lattices are investigated. The paper is

organized as follows:

In section 2, some definitions and theorems that we need in the remaining, are given. In section

3, the concept of an invertible element in Mn×n(L) is introduced. We characterize invertible

n×n matrices over L. These are needed for solving systems of special equations over residuated

lattice L. Finally in section 4, we examine some results on invertibility of square matrices and

state some applications of invertible matrices.

2. Preliminaries

In this section, we recall the definition of Mn×n(L) and some basic properties that we need

in the sequel.

Definition 2.1. [1] An algebra L = (L,∨,∧,⊙,→, , 0, 1) of type (2, 2, 2, 2, 2, 0, 0); is a resid-

uated lattice if it satisfies the following conditions:

(R1): (L,∨,∧, 0, 1) is a bounded lattice,

(R2): (L,⊙, 1) is a monoid,

(R3): for all x, y, z ∈ L we have x⊙ y 6 z ⇔ x 6 y → z ⇔ y ≤ x z.

L is called commutative if the operation ⊙ is commutative. In this case x → y = x y, for

all x, y ∈ L.

Examples 2.1. [13] For commutative residuated lattices, we may consider three basic t-norm

algebras. (1)  Lukasiewicz algebra in which L = [0, 1], x⊙ y = max{0, x + y − 1}, x → y = x 
y = min{1, 1 − x + y} for all x, y ∈ L, (2) Gödel algebra where L = [0, 1], x ⊙ y = min{x, y},

x → y = x y = 1 if x ≤ y and y otherwise, (3) Product algebra in which L = [0, 1], x⊙y = xy,

x → y = x y = 1 if x ≤ y and
y

x
elsewhere.

For non-commutative case consider the lattice (L,∨,∧, 0, 1) with L = {0, a, b, c, 1}, where 0 <

a < b < c < 1 equipped with the operations [3].

⊙ 0 a b c 1

0 0 0 0 0 0

a 0 0 0 a a

b 0 0 0 b b

c 0 a a c c

1 0 a b c 1

→ 0 a b c 1

0 1 1 1 1 1

a b 1 1 1 1

b b c 1 1 1

c 0 a b 1 1

1 0 a b c 1

 0 a b c 1

0 1 1 1 1 1

a b 1 1 1 1

b b b 1 1 1

c 0 b b 1 1

1 0 a b c 1

Definition 2.2. [1] Let Mn×n(L) = {[aij ]n×n | 1 ≤ i, j ≤ n, aij ∈ L}. Define:

(1) [aij ]n×n ⊔ [bij ]n×n = [aij ∨ bij ]n×n,

(2) [aij ]n×n ⊓ [bij ]n×n = [aij ∧ bij ]n×n,

(3) [aij ]n×n � [bij ]n×n = [cij ]n×n, such that cij =
∨n

t=1(ait ⊙ btj),

(4) [aij ]n×n ◃ [bij ]n×n = [cij ]n×n, such that cij =
∧n

t=1(ajt → bit),

(5) [aij ]n×n ▹ [bij ]n×n = [cij ]n×n, such that cij =
∧n

t=1(ati → btj).

Let A,B ∈ Mn×n(L). Define:

(6) A ≼ B iff A ⊓B = A iff A ⊔B = B iff aij ≤ bij for all 1 ≤ i, j ≤ n,

(7) ⊥ = [aij ]n×n where aij = 0 for all 1 ≤ i, j ≤ n,
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(8) ⊤ = [aij ]n×n where aij = 1 for all 1 ≤ i, j ≤ n,

(9) In = [aij ]n×n where aij = 1 if i = j and aij = 0 otherwise.

Based on the above, we introduced (Mn×n(L),⊔,⊓,�,◃,▹,⊥,⊤, In) as an algebra of type

(2, 2, 2, 2, 2, 0, 0, 0) denoted by Mn×n(L) in [1]. We showed that this algebra behaves like a

residuated lattice, but there are some differences. We explored a set of like and unlike properties

of Mn×n(L). Below we give some results from [1] that are needed for our purpose in this paper.

Lemma 2.1. [1] Let L be a residuated lattice. Then

(a) (Mn×n(L),⊔,⊓,⊥,⊤) is a bounded lattice,

(b) (Mn×n(L),�, In) is a monoid,

(c) (�,◃) and (�,▹) are two adjont pairs, i.e.

A�B ≼ C iff A ≼ B ◃ C iff B ≼ A▹ C, for all A,B and C ∈ Mn×n(L).

Lemma 2.2. [1] Let A,B,C and Z ∈ Mn×n(L). Then the following properties hold in algebra

Mn×n(L).

1) A ≼ B then A� Z ≼ B � Z and Z �A ≼ Z �B,

2) (A�B)◃ C = A◃ (B ◃ C) and (B �A)▹ C = B ▹ (A▹ C),

3) A� (B ⊔ C) = (A�B) ⊔ (A� C),

4) (B ⊔ C)�A = (B �A) ⊔ (C �A),

5) A� (B ⊓ C) ≼ (A�B) ⊓ (A� C),

6) (B ⊓ C)�A ≼ (B �A) ⊓ (C �A).

Lemma 2.3. [1] For every A,B ∈ Mn×n(L), A ≼ B iff In ≼ A◃B iff In ≼ A▹B.

Definition 2.3. [1] The element A ∈ Mn×n(L) is called complemented if there is an element

B ∈ Mn×n(L) such that A⊔B = ⊤ and A⊓B = ⊥. Such an element B is called a complement

element of A.

If L is complemented, then every A ∈ Mn×n(L) has a unique complement B denoted by

B = Ac. The set of all complemented elements of Mn×n(L) is denoted by B(Mn×n(L)).

Proposition 2.1. [1] L is complemented iff Mn×n(L) is complemented.

Let A = [aij ]n×n ∈ Mn×n(L). Define A∗ = [a∗ij ]n×n, where a∗ij = aij → 0 for all 1 ≤ i, j ≤ n.

Theorem 2.1. [1] Let C ∈ B(Mn×n(L)). Then Cc = C∗ and C∗∗ = C.

For A ∈ Mn×n(L), the powers of A, An for integers n ≥ 0 are defined inductively as : A0 = In
and An = An−1 �A.

Definition 2.4. [1] An element A ∈ Mn×n(L) is called idempotent iff A2 = A, and it is called

nilpotent if there exists a nutural number n such that An = ⊥. The least such n is called the

nilpotence order of A and is denoted by ord(A); if there is no such n then ord(A) = ∞.

Theorem 2.2. [1] If L is a locally finite, then Mn×n(L∗) is locally finite (every A ∈ Mn×n(L∗)

is nilpotent), where L∗ = L \ {1}.

Definition 2.5. [1] A nonempty subset S of Mn×n(L) is called a filter of Mn×n(L) if the

following conditions hold:

1) if A,B ∈ S, then A�B ∈ S,

2) if A ∈ S, B ∈ Mn×n(L) and A ≼ B then B ∈ S.

A filter S of Mn×n(L) is proper if S ̸= Mn×n(L). Clearly, S is a proper filter iff ⊥ /∈ S.
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Theorem 2.3. [1] Mn×n(F ) for F ⊆ L is a filter of Mn×n(L) iff F is a filter of L.

Corollary 2.1. [1] Mn×n(F ) for F ⊆ L is a proper filter of Mn×n(L) iff F is a proper filter of

L.

For every A ∈ Mn×n(L), we put A− = A◃⊥ and A∼ = A▹⊥. Then,

Proposition 2.2. [1] If L is a residuated lattice, then the sets Mn×n(L)− = {A ∈ Mn×n(L) :

A− = ⊥} and Mn×n(L)∼ = {A ∈ Mn×n(L) : A∼ = ⊥} are proper filters of Mn×n(L).

Definition 2.6. [1] A subset S ⊆ Mn×n(L) is called an ideal of Mn×n(L) if the following

conditions hold:

i) ⊥ ∈ S,

ii) if A,B ∈ S, then A ⊔B ∈ S,

iii) if A ∈ Mn×n(L), B ∈ S and A ≼ B, then A ∈ S.

An ideal S of Mn×n(L) is called proper if S ̸= Mn×n(L). Clearly, S is proper iff ⊤ /∈ S.

Theorem 2.4. [1] Mn×n(I) for I ⊆ L is an ideal of Mn×n(L) iff I is an ideal of L.

Corollary 2.2. [1] For an ideal I of L, Mn×n(I) is proper iff I is proper.

Definition 2.7. [1] For X ⊆ Mn×n(L), B ∈ Mn×n(L), we define

[X,B] = {A ∈ Mn×n(L) : A � B ∈ X}, in particular if X = {⊥}, then [{⊥}, B] is called an

annihilator of the matrix B. Generally for X,Y ⊆ Mn×n(L) we define [X,Y ] = {A ∈ Mn×n(L) :

A�B ∈ X, for all B ∈ Y }.

Theorem 2.5. [1] For subsets X,Y ⊆ Mn×n(L), if X is an ideal of Mn×n(L), then [X,Y ] is

an ideal of Mn×n(L).

Corollary 2.3. [1] For every B ∈ Mn×n(L), [{⊥}, B] is an ideal of Mn×n(L).

3. Invertible matrices

Throughout this paper, we assume that L is a commutative residuated lattice and Mn×n(L)

is the set of all n× n matrices over L.

Definition 3.1. Let A ∈ Mn×n(L). Then B ∈ Mn×n(L) is called a right inverse (left inverse)

of matrix A if A � B = In(B � A = In). Also, if A � B = B � A = In, then B is called an

inverse of A.

It is easy to see that:

Lemma 3.1. If A ∈ Mn×n(L) has a left inverse B and a right inverse C, then B = C.

Corollary 3.1. If A ∈ Mn×n(L) has an inverse, it is unique.

If the inverse of A exists we denote it by A−1 and we say that A is invertible. The set of all

invertible matrices in Mn×n(L) is denoted by Sn×n(L). It can be shown that Sn×n(L) is closed

under � as follows:

Lemma 3.2. If A,B ∈ Mn×n(L) are invertible, then A�B is also invertible and the inverse is

(B−1 �A−1).
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As it is said in the Introduction section, the invertible matrices over some algebraic structures

such as fields, Boolean algebras and certain commutative semirings are known. To investigate

the invertibility of a matrix in our case, i.e. A ∈ Mn×n(L), we employ some conventions and

notations defined as below:

For matrix A = [aij ]n×n ∈ Mn×n(L) we define Ri(A) and Ci(A), i-th row and i-th column of

matrix A, respectively. Also, we define Ri(B)⊗Cj(A) = (bi1⊙a1j)∨ (bi2⊙a2j)∨ ...∨ (bin⊙anj).

Remark 3.1. Let A = [aij ]n×n ∈ Mn×n(L) have a left inverse B = [bij ]n×n ∈ Mn×n(L). i.e.

b11 b12 ... b1n
b21 b22 ... b2n
.

.

.

bn1 bn2 ... bnn


�



a11 a12 ... a1n
a21 a22 ... a2n
.

.

.

an1 an2 ... ann


= In.

Therefore, the following conditions are necessary conditions for matrix B being a left inverse

of A.

I) Ri(B) ⊗ Cj(A) =
∨n

t=1(bit ⊙ atj) = 0 for all i ̸= j.

II) Ri(B) ⊗ Cj(A) =
∨n

t=1(bit ⊙ atj) = 1 for all i = j.

Note that by (I) atj ≤ b∗it for all 1 ≤ i, j, t ≤ n where i ̸= j, since in residuated lattice L,

a⊙ b = 0 iff a ≤ b∗, for all a, b ∈ L.

Definition 3.2. If A = [aij ]n×n ∈ Mn×n(L), for all 1 ≤ i, j ≤ n, define

El
i(A) =

∨n
j=1((a

∗
j△(i) ∧ a∗j△(i+1) ∧ ... ∧ a∗j△(i+n−2)) ⊙ aji). Such that

△(u) =


k + 1 if u = n + k

u + 1 if 1 ≤ u < n

1 if u = n.

Examples 3.1. [1] Let L = {0, a, b, 1} with 0 < a, b < 1 such that a, b are incomparable. Then

L is a commutative residuated lattice relative to the following operations.

⊙ 0 a b 1

0 0 0 0 0

a 0 a 0 a

b 0 0 b b

1 0 a b 1

→ 0 a b 1

0 1 1 1 1

a b 1 b 1

b a a 1 1

1 0 a b 1

For A =

(
a b

b a

)
∈ M2×2(L), El

1(A) = [(b∗⊙a)∨(a∗⊙b)] = 1 and El
2(A) = [(a∗⊙b)∨(b∗⊙a)] =

1.

Theorem 3.1. The matrix A = [aij ]n×n ∈ Mn×n(L) is left invertible iff

El(A) =
∧n

1 E
l
i(A) = 1.

Proof. Let El(A) =
∧n

1 E
l
i(A) = 1. Consider B = [bij ]n×n, such that bij = (a∗j△(i) ∧ a∗j△(i+1) ∧

...∧ a∗j△(i+n−2)) for all 1 ≤ i, j ≤ n. It is enough to show B�A = In, i.e. the conditions (I) and

(II) of Remark 3.1 hold.
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(II) holds since∨n
t=1(bit ⊙ ati) =

∨n
t=1((a

∗
t△(i) ∧ a∗t△(i+1) ∧ ... ∧ a∗t△(i+n−2)) ⊙ ati) = El

i(A) = 1.

To prove (I), for all 1 ≤ i, j, t ≤ n such that i ̸= j, we have

bit ⊙ atj = (a∗t△(i) ∧ a∗t△(i+1) ∧ ... ∧ a∗t△(i+n−2)) ⊙ atj = 0, since for all 1 ≤ j ≤ n there is

i ≤ k ≤ i + n− 2 such that △(k) = j ( if 1 < j ≤ n take k = j − 1 and if j = 1 take k = n) and

a∗tj ⊙ atj = 0. Therefore
∨n

t=1 bit ⊙ atj = 0.

Conversely, let A = [aij ]n×n have a left inverse B = [bij ]n×n, we show that El(A) = 1, i.e.

El
i(A) = 1 for all 1 ≤ i ≤ n. It is enough to show:

(⋆) ((a∗j△(i) ∧ a∗j△(i+1) ∧ ... ∧ a∗j△(i+n−2)) ⊙ aji) ≥ bij ⊙ aji,

because if (⋆) holds for all 1 ≤ i, j ≤ n then by (II) of Remark 3.1 we get El
i(A) ≥

∨n
j=1(bij ⊙

aji) = 1, for all 1 ≤ i, j ≤ n.

On the other hand by (I) of Remark 3.1 we have ajk ≤ b∗ij for all i ̸= k. Then a∗jk ≥ b∗∗ij ≥ bij .

By definition of △(i), we have i /∈ {△(i),△(i + 1), ...,△(i + n− 2)}, so (a∗j△(i) ∧ a∗j△(i+1) ∧ ... ∧
a∗j△(i+n−2)) ≥ bij . Therefore (⋆) is satisfied and we get∨n

j=1((a
∗
j△(i) ∧ a∗j△(i+1) ∧ ... ∧ a∗j△(i+n−1)) ⊙ aji) ≥

∨n
j=1 bij ⊙ aji = 1. �

Corollary 3.2. If A = [aij ]n×n ∈ Mn×n(L) is left invertible, then its left inverse is A−1 =

[a∗j△(i) ∧ a∗j△(i+1) ∧ ... ∧ a∗j△(i+n−2)]n×n.

Similar discussions can be given for the right invertible matrices as follows:

Definition 3.3. If A = [aij ]n×n ∈ Mn×n(L), for all 1 ≤ i, j ≤ n, define

Er
i (A) =

∨n
j=1(aij ⊙ (a∗△(i)j ∧ a∗△(i+1)j ∧ ... ∧ a∗△(i+n−2)j)). Such that

△(u) =


k + 1 if u = n + k

u + 1 if 1 ≤ u < n

1 if u = n.

Theorem 3.2. The matrix A = [aij ]n×n ∈ Mn×n(L) is right invertible iff

Er(A) =
∧n

1 E
r
i (A) = 1.

Corollary 3.3. If A = [aij ]n×n ∈ Mn×n(L) is right invertible, then its right inverse is A−1 =

[a∗△(i)j ∧ a∗△(i+1)j ∧ ... ∧ a∗△(i+n−2)j ]
t
n×n.

Corollary 3.4. A = [aij ]n×n ∈ Mn×n(L) is invertible iff Er(A) = El(A) = E(A) = 1.

Proof. The proof follows from Theorems 3.1, 3.2 and Lemma 3.1. �

Theorem 3.3. If A = [aij ]n×n ∈ Mn×n(L) invertible, then A∗ is also invertible, and (A−1)∗ =

(A∗)−1, where A∗ = [a∗ij ]n×n.

Proof. It is enough to show that (A−1)∗ is the inverse of A∗. By Theorem 3.2, A−1 = [bij ]n×n

where bij = a∗j△(i) ∧ a∗j△(i+1) ∧ ... ∧ a∗j△(i+n−2) such that
∨n

j=1 bij ⊙ aji = 1. Set A∗ = [a∗ij ]n×n.

We prove that for all 1 ≤ i ≤ n, El
i(A

∗) = 1, i.e.
∨n

j=1 b
∗
ij ⊙ a∗ji = 1.

n∨
j=1

b∗ij ⊙ a∗ji =

n∨
j=1

(a∗j△(i) ∧ a∗j△(i+1) ∧ ... ∧ a∗j△(i+n−2))
∗ ⊙ a∗ji

=

n∨
j=1

(a∗j△(i) ∧ a∗j△(i+1) ∧ ... ∧ a∗j△(i+n−2))
∗∗ ⊙ aji



S. BALAEI, et al.: INVERTIBLE SQUARE MATRICES OVER ... 179

≥
n∨

j=1

(a∗j△(i) ∧ a∗j△(i+1) ∧ ... ∧ a∗j△(i+n−2)) ⊙ aji = 1.

Then El
i(A

∗) = 1 for all 1 ≤ i ≤ n and A∗ is left invertible. The proof for right invertibility of

A∗ is similar. �

We end up this section by some results about invertibility of 2 × 2 matrices over residuated

lattices.

Definition 3.4. The residuated lattice L is called a domain if a⊙ b = 0 implies a = 0 or b = 0,

for all a, b ∈ L.

Examples 3.2. The Gödel and product residuated lattices are domain. But  Lukasiewiczs resid-

uated lattices as well as the residuated lattice in Example 3.1, are not domain.

Proposition 3.1. Let L be a domain. If A =

(
a11 a12
a21 a22

)
∈ M2×2(L) is invertible, then

a11 ⊙ a22 ̸= a12 ⊙ a21.

Proof. Let A =

(
a11 a12
a21 a22

)
∈ M2×2(L) have an inverse B =

(
b11 b12
b21 b22

)
∈ M2×2(L) and

a11 ⊙ a22 = a12 ⊙ a21. Then

(
a11 a12
a21 a22

)
�

(
b11 b12
b21 b22

)
= I2. So we have

(i) (a11 ⊙ b11) ∨ (a12 ⊙ b21) = 1,

(ii) (a21 ⊙ b12) ∨ (a22 ⊙ b22) = 1,

(iii) (a11 ⊙ b12) ∨ (a12 ⊙ b22) = 0 which implies (a11 ⊙ b12) = (a12 ⊙ b22) = 0,

(iv) (a21 ⊙ b11) ∨ (a22 ⊙ b21) = 0 which implies (a21 ⊙ b11) = (a22 ⊙ b21) = 0.

Since L is a domain, from (iii) we realize four cases. Each case contradicts (i) or (ii). Similarly

we have four cases for (iv), again each contradicts (i) or (ii). �

In the following theorem we show that there are only two invertible 2 × 2 matrices over

 Lukasiewicz, product or Gödel residuated lattices.

Theorem 3.4. If L is a  Lukasiewicz (product or Gödel) residuated lattice, then only A =(
1 0

0 1

)
and B =

(
0 1

1 0

)
∈ M2×2(L) are right invertible.

Proof. Let L be a  Lukasiewicz residuated lattice. By Theorem 3.2, A =

(
a b

c d

)
is right

invertible iff Er(A) = 1. On the other hand a∗ = a → 0 = min{1, 1 − a} = 1 − a, for all a ∈ L.

Then

Er(A) = 1 ⇔[(a⊙ (1 − c)) ∨ (b⊙ (1 − d))] ∧ [(c⊙ (1 − a)) ∨ (d⊙ (1 − b))] = 1

⇔[max{0, a− c} ∨max{0, b− d}] ∧ [max{0, c− a} ∨max{0, d− b}] = 1

⇔max{0, a− c, b− d} ∧max{0, c− a, d− b} = 1

⇔min{max{a− c, b− d},max{c− a, d− b}} = 1.

Then a − c = d − b = 1 or b − d = c − a = 1, i.e. a = d = 1 and c = b = 0 or b = c = 1 and

a = d = 0.

So only A =

(
1 0

0 1

)
and B =

(
0 1

1 0

)
∈ M2×2(L) are right invertible. We can similary

prove that only these matrices are left invertible. The proof for product and Gödel residuated

lattices is simillar. �
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Remark 3.2. The convers of the Theorem 3.3 is not generally true. For instance, if L is a

Gödel residuated lattice and A =

(
0.5 0

0 0.2

)
, then by Theorem 3.4, A∗ =

(
0 1

1 0

)
which is

invertible and (A∗)−1 = A∗, but A is not invertible.

4. Some results on invertibility of square matrices

In this section, first we state some results on invertibility of diagonal matrices. Then we

investigate necessary and sufficient conditions for invertibility of general square matrices. In the

sequel, using structural properties of Mn×n(L) given in the previous sections, we consider in-

vertibility of matrices with respect to special residuated lattices, the relations between invertible

matrices themselves, and the relationships between invertible matrices and some special filters

and ideals of Mn×n(L) are also investigated.

In the following, some results for invertible diagonal matrices over residuated lattices are given.

Theorem 4.1. A = diag(a11, a22, ..., ann) ∈ Mn×n(L) is invertible iff aii = 1, for every 1 ≤ i ≤
n.

Proof. If A�B = [cij ]n×n, then cij =
∨n

t=1(ait ⊙ btj) = 0 for i ̸= j. This implies that for i ̸= j,

(ait ⊙ btj) = 0 for all 1 ≤ t ≤ n. Furthermore, cii =
∨n

t=1(ait ⊙ bti) = 1 for every 1 ≤ i ≤ n.

Since aij = 0 for all i ̸= j, 1 ≤ i, j ≤ n, we have cii = (aii ⊙ bii) = 1 for every 1 ≤ i ≤ n. This

means that each aii is invertible and therefore aii = 1 for 1 ≤ i ≤ n. �
Proposition 4.1. If A ∈ Mn×n(L) has a right(left) inverse B and aii = 1, for all 1 ≤ i ≤ n.

Then B is a diagonal matrix.

Proof. By assumption we have A�B = In. Then for 1 ≤ i, j ≤ n

(aii ⊙ bij) ∨ (

n∨
1≤t ̸=i≤n

ait ⊙ btj) =

{
1 if i = j

0 if i ̸= j

So for i ̸= j we have (aii ⊙ bij) = 0, but since aii = 1, bij = 0, i.e. B is diagonal matrix.

Similarly if A ∈ Mn×n(L) has a left inverse B and ajj = 1, for all 1 ≤ j ≤ n. Then B is diagonal

matrix and B �A = In. �
Corollary 4.1. If A ∈ Mn×n(L) is invertible with aii = 1, for 1 ≤ i ≤ n, then A = In.

Corollary 4.2. If A is invertible and for some D, A⊔D = In, then A = In and D is a diagonal

matrix.

Examples 4.1. Let A =

(
1 b

a 1

)
∈ M2×2(L), where L is a residuated lattice defined in

Example 3.1. If A is invertible, then by Theorem 3.1 or Corollary 4.1, we see that, a = b = 0.

In the following Theorem, we give some necessary and sufficient conditions for a square matrix

to be invertible.

Theorem 4.2. Let A = [aij ]n×n ∈ Mn×n(L). Then A is invertible iff the following conditions

holds.

i) for every 1 ≤ i, j ≤ n there are xij , bij , yij ∈ L such that

(aij ⊙ bji) ∨ xij = (bji ⊙ aij) ∨ yij = 1,

ii) for every 1 ≤ i ≤ n,

(ai1 ⊙ b1i) ∨ ... ∨ (ain ⊙ bni) = 1 and aij ⊙ bji ⊙ aik ⊙ bki = 0, for j ̸= k, and

iii) for every 1 ≤ j ≤ n

(bj1 ⊙ a1j) ∨ ... ∨ (bjn ⊙ anj) = 1 and bji ⊙ aij ⊙ bjk ⊙ akj = 0, for i ̸= k.
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Proof. Let A ∈ Mn×n(L) be invertible. Then by Remark 3.1, there exists a matrix B such that

A�B = B �A = In. So we have

(1)

{ ∨n
t=1(ait ⊙ btj) = 0 if i ̸= j∨n
t=1(ait ⊙ btj) = 1 if i = j

(2)

{ ∨n
t=1(bit ⊙ atj) = 0 if i ̸= j∨n
t=1(bit ⊙ atj) = 1 if i = j

Then (ii) and (iii) holds. To prove (i) we put xij =
∨

k ̸=j(aik ⊙ bki) and yij =
∨

k ̸=i(bik ⊙ aki).

It is obvious that {
(aij ⊙ bji) ∨ (

∨
k ̸=j(aik ⊙ bki)) = 1,

(bji ⊙ aij) ∨ (
∨

k ̸=i(bik ⊙ akj)) = 1.

Conversely, let the conditions (i), (ii) and (iii) hold. We prove that A is invertible or equivalently

(1) and (2) are satisfied.

It is clear that
∨n

t=1(ait ⊙ btj) = 1, if i = j by (ii). To show that
∨n

t=1(ait ⊙ btj) = 0 if i ̸= j, we

have:

aik ⊙ bkj =(aik ⊙
n∨

k=1

(aik ⊙ bki)) ⊙ (bkj ⊙ (
n∨

k=1

(ajk ⊙ bkj))

=

n∨
k=1

(aik ⊙ bki ⊙ aik) ⊙
n∨

k=1

(bkj ⊙ ajk ⊙ bkj)

=

n∨
k=1

(aik ⊙ bki ⊙ aik ⊙ bkj ⊙ ajk ⊙ bkj) = 0.

Similarly we can prove that A is left invertible or equivalently (2) holds. �

In the following we show some results about invertible matrices over residuated lattice L,

these are obtained from propositions and theorems that were proved in previous sections.

Proposition 4.2. In the algebraic structure Mn×n(L), the following properties hold:

1) If A ≼ B, then A◃B(A▹B) is invertible iff A◃B = In(A▹B = In).

2) If A and A−1 are invertible, then for every B such that A ≼ B, we have B is invertible iff

B = A.

3) If A ∈ Mn×n(L) has an inverse B, then At is invertible and therefore A�At and At�A are

invertible (At = [aji]n×n is the transpose of A = [aij ]n×n).

Proof. (1) It is readily proved by Lemma 2.3 and Corollary 4.1.

(2) Let A ≼ B and A,A−1 and B are invertible. Then In = A � A−1 = A−1 � A ≼ A−1 � B,

but since A−1 and B are invertible, A−1�B is invertible and (A−1�B)ii = 1 for all 1 ≤ i ≤ n.

So by Corollary 4.1, we get A−1 �B = In. Similarly In = A−1 �A = A�A−1 ≼ B �A−1 and

(B �A−1)ii = 1, for all 1 ≤ i ≤ n. Again by using Corollary 4.1, we get A−1 �B = B �A−1 =

A� A−1 = A−1 � A = In. On the other hand by Corollary 3.1 the inverse is unique, therefore

we get A = B. The converse is obvious.

(3) Let A�B = B �A = In. Then
∨n

t=1(ait ⊙ btj) =
∨n

t=1(bit ⊙ atj) = 0, and
∨n

t=1(ait ⊙ bti) =
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t=1(bit ⊙ ati) = 1 for all 1 ≤ i ̸= j ≤ n. So

(At �Bt)ij =
n∨

k=1

(aik ⊙ bkj) =
n∨

k=1

(aki ⊙ bjk)

=
n∨

k=1

(bjk ⊙ aki) = 0

and
∨n

k=1(bik ⊙ aki) = 1. Therefore At �Bt = In, similarly Bt �At = In and we see that At is

invertible and (At)−1 = Bt. By Lemma 3.2, A�At and At �A are invertible. �

In the following proposition we show that if A ∈ Mn×n(L) is invertible, then [{⊥}, A] = {⊥},

i.e. the annihilator of A consists only of the trivial element ⊥. We show also that if there is

some filter containing A, then it includes A−1 too.

Proposition 4.3. In the algebraic structure Mn×n(L), we have

1) If A is invertible and A ∈ Mn×n(L)−, then A−1 ∈ Mn×n(L)−.

2) If A is invertible, then A /∈ [{⊥}, B], where [{⊥}, B] is annihilator of the arbitrary matrix

B ∈ Mn×n(L) and B ̸= ⊥.

Proof. (1) Let A ∈ Mn×n(L)− be invertible. Then A ◃ ⊥ = ⊥ and A � A−1 = In. We know

that A � A−1 = A−1 � A = In. So (A−1 � A) ◃ ⊥ = In ◃ ⊥ = ⊥, since In ∈ Mn×n(L)−. By

Lemma 2.2, we have (A−1�A)◃⊥ = A−1◃ (A◃⊥) = ⊥ but we assume A ∈ Mn×n(L)−, then

A−1 ◃⊥ = ⊥, i.e. A−1 ∈ Mn×n(L)−.

Similarly if A ∈ Mn×n(L)∼ we can show that A−1 ∈ Mn×n(L)∼.

(2) Let A be invertible and A ∈ [{⊥}, B] for arbitrary matrix B ∈ Mn×n(L) such that B ̸= ⊥.

Then A � B = ⊥, so A−1 � A � B = A−1 � ⊥ = ⊥, therefore B = ⊥. Which contradicts

B ̸= ⊥. �

In what follows, we examine some results about invertibility in Mn×n(L), where L is a special

residuated lattice.

Proposition 4.4. If the residuated lattice L is complemented, then we have:

1) For a proper ideal S of Mn×n(L), if A = [aij ]n×n ∈ S, then Ac /∈ S.

2) If A ∈ Mn×n(L) has an inverse B, then A�Bc ≽ (In)c.

Proof. (1) if Ac ∈ S, then by definition of an ideal, we have A ⊔ Ac = ⊤ ∈ S, that is a

contradiction.

(2) Let A ∈ Mn×n(L) have an inverse B. Then by Lemma 2.2,

(A�⊤)ij =(A� (B ⊔Bc))ij

=((A�B) ⊔ (A�Bc))ij

=(In ⊔ (A�Bc))ij

for all 1 ≤ i, j ≤ n. Therefore (A � ⊤)ii =
∨n

t=1 ait = 1 and if i ̸= j we get (A � Bc))ij =

(In ⊔ (A�Bc))ij = (A�⊤)ij =
∨n

t=1 ait = 1. Then A�Bc ≽ (In)c. �

We note that in Boolean algebras, Ac = A∗ (see Theorem 2.1). So for proper ideal S of

Mn×n(L), if A ∈ S, then Ac /∈ S. On the other hand if A ∈ Mn×n(L) has an inverse B, then

A�B∗ ≽ (In)c.

Proposition 4.5. If L is locally finite, then

1) No element A ∈ Mn×n(L∗) is invertible, where L∗ = L \ {1}.

2) There is no proper filter S of Mn×n(L), such that S ⊆ Mn×n(L∗).
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Proof. For (1), if k is the nilpotence order of a matrix A and A is invertible then Ak−1�A�A−1 =

Ak−1 = ⊥. Which contradicts that k is the nilpotence order of A.

(2) Let S be a proper filter of Mn×n(L∗). We know that every A ∈ Mn×n(L∗) is nilpotent, then

if k is the nilpotence order of matrix A ∈ S, Ak = ⊥ ∈ S, which contradicts ⊥ /∈ S. �

We note that by Theorem 2.3, Mn×n(L\{0}) is a filter of Mn×n(L)(since L\{0} is a filter of

L). In the following proposition we show that if L is a domain, then no element of this filter is

invertible.

Proposition 4.6. If L is a domain, and A ∈ Mn×n(L\{0}), then A is not invertible.

Proof. Let A ∈ Mn×n(L\{0}) be invertible. Then A � B = In, for some B and (A � B)ij =∨n
t=1 ait ⊙ btj = 0, for all 1 ≤ i, j, t ≤ n, where i ̸= j. Then ait ⊙ btj = 0, for all 1 ≤ i, j, t ≤ n,

where i ̸= j. But ait ∈ L\{0} and L is a domain, then btj = 0 for all 1 ≤ t, j ≤ n which

contradicts invertibility of B. �

Definition 4.1. An element a in a bounded lattice L is said be an atom if a is a nonzero

minimal element of L. The dual of an atom is called a molecule, i.e. an element b of a bounded

lattice L is a molecule if b ̸= 1 and is a maximal element of L.

Using the above definition we prove:

Proposition 4.7. If L has only one molecule, then no element A ∈ Mn×n(L∗) is invertible

(where L∗ = L\{1}).

Proof. Let A ∈ Mn×n(L∗) be invertible and c be a molecule of L. Then A � B = In, for some

B and (A � B)ii =
∨n

t=1 ait ⊙ bti = 1, for all 1 ≤ i, t ≤ n. Since ait ∈ L∗, ait ⊙ bti ̸= 1, for all

1 ≤ i, t ≤ n. But c is a molecule of L, therefore
∨n

t=1 ait ⊙ bti ≤ c ̸= 1, for all 1 ≤ i, t ≤ n, which

contradicts (A�B)ii = 1. �

Similarly, we have:

Proposition 4.8. If L is G-algebra and has only one atom, then no element A ∈ Mn×n(L\{0})

is invertible.

Proof. Let A ∈ Mn×n(L\{0}) be invertible and c be an atom of L. Then A�B = In, for some

B and (A�B)ij =
∨n

t=1 ait ⊙ btj = 0, for all 1 ≤ i, j, t ≤ n, where i ̸= j. Then ait ⊙ btj = 0, for

all 1 ≤ i, j, t ≤ n, where i ̸= j. But L is a G-algebra, then ait ∧ btj = 0, for all 1 ≤ i, j, t ≤ n and

ait ∈ L\{0}. Since c is an atom of L, btj = 0 for all 1 ≤ t, j ≤ n (we note that if btj ̸= 0, then

ait ∧ btj ≥ c ̸= 0) which contradicts invertibility of B. �

Examples 4.2. Let L = {0, a, b, c, e, d, 1}. Such that 0 < a < b < e < 1 and 0 < c < d < e < 1.

Then L is a residuated lattice with the following operations. But L has only one molecule e,

then by Proposition 4.7, no element A ∈ Mn×n({o, a, b, c, d, e}) is invertible.

⊙ 0 a b c d e 1

0 0 0 0 0 0 0 0

a 0 a a 0 0 a a

b 0 a a 0 0 a b

c 0 0 0 c c c d

d 0 0 0 c c c d

e 0 a a c c e e

1 0 a b c d e 1

→ 0 a b c d e 1

0 1 1 1 1 1 1 1

a d 1 1 d d 1 1

b d e 1 d d 1 1

c b b b 1 1 1 1

d b b b e 1 1 1

e 0 b b d d 1 1

1 0 a b c d e 1
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Definition 4.2. We define C(Mn×n(L)) = {A ∈ Mn×n(L) : A � B = B � A, for all B ∈
Mn×n(L)}, Center of Mn×n(L), and for every X ⊆ Mn×n(L) define C(X) = {A ∈ Mn×n(L) :

A�B = B �A, for all B ∈ X}.

It is obvious that {⊥, In} ⊆ C(Mn×n(L)) and C(Mn×n(L)) is closed under �,⊔, and ⊓.

Theorem 4.3. If for A ∈ Mn×n(L), ⟨In, A⟩ = {B ∈ Mn×n(L) : A � B = B � A = In}. Then∪
A∈Mn×n(L)

⟨In, A⟩ =
∪

A∈Mn×n(L)
[In, C(A)] = Sn×n(L).

Proof. By Lemma 3.1, it is clear that ⟨In, A⟩ has only one element or it is empty. Then the

equality is obtained by definitions. �

Corollary 4.3. For A,B ∈ Mn×n(L), we have A�B = In iff B�A = In, then ⟨In, A⟩ = [In, A].

5. Applications

In this section, we give some applications of invertible matrices for solving the systems of

especial equations over residuated lattices.

Definition 5.1. Let A = [aij ] and X = [xj ] be n × n and n × 1 matrices over L, respectively.

Define the matrix

A�X = [
∨n

j=1(aij ⊙ xj)]n×1 for all, 1 ≤ i ≤ n.

By a linear system of equations A�X = B over L, we mean the following system of equations

(a11 ⊙ x1) ∨ (a12 ⊙ x2) ∨ ... ∨ (a1n ⊙ xn) = b1
(a21 ⊙ x1) ∨ (a22 ⊙ x2) ∨ ... ∨ (a2n ⊙ xn) = b2

.

.

.

(an1 ⊙ x1) ∨ (an2 ⊙ x2) ∨ ... ∨ (ann ⊙ xn) = bn

where aij , xj , bi ∈ L for all 1 ≤ i, j ≤ n.

A sufficient condition for the system of equations A�X = B over L having exactly one solution

is given in the following theorem.

Theorem 5.1. Let A, X and B be n× n, n× 1 and n× 1 matrices over L, respectively. Then

the above linear system has exactly one solution if E(A) = 1.

Proof. Let E(A) = 1. Then by Corollary 3.4, A is an invertible matrix of Mn×n(L). Therefore

A−1 � (A�X) = A−1 �B, i.e. X = A−1 � B is a solution for our system. On the other hand

let X1 and X2 are two solution for our system. Then we have A � X1 = A � X2 = Y . Thus

A−1 � (A�X1) = A−1(A�X2) and we conclude that X1 = X2. �

Examples 5.1. Let L = {0, a, b, 1} be the residuated lattice in Example 3.1. In this case the

following system of equations has a solution.{
(a⊙ x) ∨ (b⊙ y) = 1

(b⊙ x) ∨ (a⊙ y) = 0

We know that A =

(
a b

b a

)
∈ M2×2(L) such that a2 = a ̸= b = b2.

and E(A) = [(a ⊙ b∗) ∨ (b ⊙ a∗)] ∧ [(b ⊙ a∗) ∨ (a ⊙ b∗)] = 1. Then by Corollary 3.2, we get

A−1 =

(
b∗ a∗

a∗ b∗

)
and A−1 �A = A�A−1 = I2.
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Then A−1�
(

1

0

)
=

(
b∗ a∗

a∗ b∗

)
�
(

1

0

)
=

(
(b∗ ⊙ 1) ∨ (a∗ ⊙ 0)

(a∗ ⊙ 1) ∨ (b∗ ⊙ 0)

)
=

(
a

b

)
. So by Theorem

5.1, the system of equations has exactly one solution x = a and y = b. We note that the

residuated lattice L is not a domain, because a⊙ b = 0 but a ̸= 0 and b ̸= 0.

Remark 5.1. We note that a system of equations A � X = B may have a solution, but the

matrix A is not invertible. For example let L = {0, a, b, c, d, 1}, such that 0 < a < b < 1,

0 < c < d < 1 where a and c as well as b and d are incomparable. It is easy to see that 0∗ = 1,

a∗ = d, b∗ = c, c∗ = b and d∗ = a. Then L is a residuated lattice with the following operations.

⊙ 0 a b c d 1

0 0 0 0 0 0 0

a 0 0 a 0 0 a

b 0 a b 0 a b

c 0 0 0 c c c

d 0 0 a c c d

1 0 a b c d 1

→ 0 a b c d 1

0 1 1 1 1 1 1

a d 1 1 d 1 1

b c d 1 c d 1

c b b b 1 1 1

d a b b d 1 1

1 0 a b c d 1

The following system has a solution x1 = a, x2 = 1 and x3 = a.
(a⊙ x1) ∨ (b⊙ x2) ∨ (1 ⊙ x3) = b

(b⊙ x1) ∨ (0 ⊙ x2) ∨ (a⊙ x3) = a

(0 ⊙ x1) ∨ (b⊙ x2) ∨ (b⊙ x3) = b

But the matrix A =

 a b 1

b 0 a

0 b b

 is not invertible. In fact, if it is invertible, by Theorem 3.2,

A−1 =

 c d c

c c c

c 0 0

, but it is obvious that A�A−1 ̸= I3.

We showed in Theorem 5.1, E(A) = 1 is a sufficient condition for the system of equations

A �X = B over L for having exactly one solution X = A−1 � B. We note that the system of

equations may have a solution, but the matrix A is not invertible, i.e. E(A) ̸= 1 (see Remark

5.1). i.e. the above system has more than one solution( x1 = 0, x2 = 0 and x3 = b is another

solution for above system). Following we try to find a set of columns that include all of the

solutions for this system. To find these set we use the property of algebra Mn×n(L) that we

defined in [1].

Proposition 5.1. Every solution X
′

of the system A � X = B, if it exists, satisfies [0]n×1 ≼
X

′ ≼ [
∧n

k=1 akj → bk]n×1, for all 1 ≤ j ≤ n.

Proof. For all 1 ≤ i, j ≤ n, we put A = [aij ]n×n,

B
′

= [bij ]n×n =

{
bij = bi if j = 1

bij = 0 if j ̸= 1.

X
′

= [xjt]n×n =

{
xjt = xj if t = 1

xjt = 0 if t ̸= 1.

Then we get A�X
′

= B
′
, i.e.
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a11 ... a1n
a21 ... a2n
.

.

.

an1 ... ann


�



x11 ... 0

x21 ... 0

.

.

.

xn1 ... 0


=



b11 ... 0

b21 ... 0

.

.

.

bn1 ... 0


then by Lemma 2.1 we have

A�X
′ ≼ B

′ ⇔X
′ ≼ A▹B

′

⇔(X
′
)jt ≤

n∧
k=1

(akj → bkt).

Then if t = 1, xj ≤
∧n

k=1(akj → bk). We conclude that the solutions of A � X = B, are

between two column matrices [0]n×1 and [
∧n

k=1 akj → bk]n×1, for all 1 ≤ j ≤ n. �

Examples 5.2. Let L be residuated lattice defined in Remark 5.1. Consider the following linear

system of 3 equations and 3 unknowns over L.
(a⊙ x1) ∨ (b⊙ x2) ∨ (d⊙ x3) = 1

(c⊙ x1) ∨ (1 ⊙ x2) ∨ (d⊙ x3) = 1

(b⊙ x1) ∨ (c⊙ x2) ∨ (a⊙ x3) = 0

Then by Proposition 5.1 the above system has a solution between two columns

 0

0

0

 and

 c

b

d

. Because

x1 ≤ (a → 1) ∧ (c → 1) ∧ (b → 0) = c

x2 ≤ (b → 1) ∧ (1 → 1) ∧ (c → 0) = b

x3 ≤ (d → 1) ∧ (d → 1) ∧ (a → 0) = d.

We can easily check that

 0

b

d

, is a solution of this system.

We note that the matrix A =

 a b d

c 1 d

b c a

 is not invertible, since by Theorem 3.3, if it is

invertible then A−1 =

 0 c 0

0 0 0

0 0 a

. But it is obvious that A�A−1 ̸= I3.

6. Conclusion

We have given a necessary and sufficient condition under which an element A ∈ Mn×n(L)

is invertible. Using invertible matrices we solved a system of equations A � X = B over the

residuated lattice L. We showed that this system has exactly one solution if E(A) = 1. Given

algebraic properties of Mn×n(L), we established some relations between invertible matrices and

the set of filters and ideals of Mn×n(L), respectively. Particularly in special residuated lattices,

we found some filters (ideals) in which no matrix is invertible. Regarding the matrix operations
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of Mn×n(L), we characterized invertible matrices over some special residuated lattices.

Some other issues for future work are:

1) Let A ∈ Mn×n(L). Is it necessary that ⟨In, A⟩ = [In, A]?

2) How to characterize invertible matrices over special residuated lattices, such as  Lukasiewicz,

product or Gödel algebras?

3) Under what condition(s) the system of equations A�X = B over L, when A ∈ Mn×n(L)

is not invertible, does have a solution?

4) Under what condition(s) the system of equations A � X = B over L, does not have any

solution?
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